Generating Synthetic Traffic for
Heterogeneous Architectures
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What is Synthetic Traffic?
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Goal: Synthetic Traffic Results ~= Original Workload Results
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Central Processing Unit (CPU)

Graphics Processing Unit (GPU)

Memory Controllers

Cache Coherent Interconnect

Video Processing Unit (VPU)

Display Processing Unit (DPU)

Other Components

A Heterogeneous System
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Why Synthetic Traffic?




1. What kind of message should be sent?
2. When should a message be sent?

3. How big is the message?

4. Where is the message going?

5. How does it change over time?

The Statistical Profile




1. What kind of message should be sent?
2. When should a message be sent?

3. How big is the message?

4. Where is the message going?

5. How does it change over time?

A Potential Statistical Profile

Read Percentage

Average Delta Time

Average Data Size

Address Synthesis

State Transitions
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Generating Time-Varying Traffic

. state = nextState

' nextTransition = state.duration |
' nextTick = state.nextPacketTick()

. nextTick = state.nextPacketTick()

. packet = state.getNextPacket()




Discretize trace into Group similar Model each state Model transitions
intervals intervals into a state between states

From Trace to Profile
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Dividing a Trace into Intervals
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Dividing a Trace into Intervals
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Original Observed Data
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Grouped Replay Results
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Observed Sequence of Medoids

Compare Simulated Distribution to Steady State
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e What should the interval size be?
* How many groups should their be?

* How should addresses be synthesized?

Future Work




